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Abstract

We further develop the ring polymer molecular dynamics (RPMD) method for calculating chem-
ical reaction rates [I. R. Craig and D. E. Manolopoulos, J. Chem. Phys. 122, 084106 (2005)].
We begin by showing how the rate coefficient we obtained before can be calculated in a more
efficient way by considering the side functions of the ring-polymer centroids, rather than averaging
over the side functions of the individual ring-polymer beads. This has two distinct advantages.
First, the statistics of the phase space average over the ring-polymer coordinates and momenta are
greatly improved. Second, the resulting flux-side correlation function converges to its long-time
limit much more rapidly. Indeed the short-time limit of this flux-side correlation function already
provides a “quantum transition state theory” (QTST) approximation to the final rate coefficient.
In cases where transition state recrossing effects are negligible, and the transition state dividing
surface is put in the right place, the RPMD rate is therefore obtained almost instantly. We then
go on to show that the long-time limit of the new flux-side correlation function, and hence the
fully converged RPMD reaction rate, is rigorously independent of the choice of the transition state
dividing surface. This is especially significant because the optimum dividing surface can often be

very difficult to determine for reactions in complex chemical systems.



I. INTRODUCTION

There is considerable current interest in the theory of chemical reaction rates in complex
systems (in liquids, on surfaces, and in proteins). A number of different methods have been
suggested for computing these rates, ranging from classical trajectory based techniques such
as centroid molecular dynamics'™® and the classical Wigner model® to purely statistical

7719 type techniques such as the quantum instanton (QI)

(“quantum transition state theory
model.2°=26 The rationale behind these latter techniques is that transition state recrossing
effects are unlikely to be very significant in complex systems.?” Indeed the QI model has
recently been shown to give satisfactory results for a variety of problems, ranging from the
gas phase H4+CH, reaction®® to a model for a chemical reaction in a polar solvent.? In all of
the problems to which it has so far been applied, however, it has been fairly straightforward
to determine a good choice for the transition state dividing surface. It is not at all clear that
this will always be the case for reactions in complex systems, and since the accuracy of the
QI model depends crucially on the choice of dividing surface the development of alternative
techniques is certainly desirable.

2831 we have shown how the standard path-integral molecular

In a series of recent papers,
dynamics method,?? which has been used for the last twenty years to compute the static
equilibrium properties of quantum mechanical systems, can be generalized to calculate ap-
proximate Kubo-transformed real-time correlation functions,®® and so applied to the study
of chemical dynamics. The resulting correlation functions are exact in the limit as t — 0,
consistent with the quantum mechanical time-reversal and detailed-balance symmetries, and
in the special case where one or other of the correlated operators is a linear function of the
coordinates or momenta they give the exact result for a harmonic potential.?® So far, this
ring polymer molecular dynamics (RPMD) method has been applied to a simple model for
chemical reaction in solution and to the deep tunneling through a one-dimensional Eckart
barrier,?? and to the diffusion in®® and the inelastic neutron scattering from3! a strongly
quantum liquid (para-hydrogen). Overall, the results of these applications have been quite
encouraging, and they suggest that the method provides a rather promising way to include
quantum statistical effects in condensed phase molecular dynamics.

In the present paper, we return to the RPMD calculation of chemical reaction rates,

and significantly improve on the formulation of this problem that we gave originally.?® In



particular, we show that the RPMD rate coefficient can be calculated in a simpler way by
correlating the side functions of the ring-polymer centroids rather than averaging over the
side functions of the individual ring-polymer beads. We also demonstrate that the theory
reduces within this new formulation to the early “quantum transition state theory” (QTST)
of Voth, Chandler and Miller'? in the short-time limit, and that it is rigorously independent
of the choice of the transition state dividing surface in the limit as ¢ — oo. This is a highly
desirable feature of the method for the reasons discussed above. While the exact quantum
mechanical reaction rate is independent of the choice of dividing surface, and the same is
true in the classical limit, it is quite unusual for this feature to be present in an approximate
quantum mechanical (or semiclassical) theory. It is not present, for example, in either the
classical Wigner model® or the QI model,2°~2¢ which in other respects are two of the more
promising methods that have been suggested for calculating chemical reaction rates.
Rather than separate the present theoretical developments from the results that illustrate
them, we have found it more convenient in this paper to present the theory and results
together in Section II. Throughout most of this section, we have confined our equations and
our illustrative example calculations to the simple case of a one-dimensional reaction, to
get the points we want to make across as clearly as possible. We should therefore stress
from the outset that there is absolutely no difficulty in extending the RPMD equations to
multi-dimensional reactions, as we have already shown in our earlier paper:? it is simply
that the multi-dimensional equations take longer to write down (see Section II.H). The final

section (Section III) summarizes what we have accomplished in the present study.

II. THEORY AND RESULTS
A. Reaction rate theory

As we have already mentioned, we shall focus most of our discussion on a simple one-
dimensional barrier transmission problem with a Hamiltonian of the form
H=2 v, 0
2m
where the potential V(g) tends to zero as ¢ — —oo and to a constant as ¢ — oo. This

provides the simplest possible model for a bimolecular chemical reaction.



According to Miller, Schwartz and Tromp,3* the exact quantum mechanical rate coeffi-

cient for this problem can be written equivalently as
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where @,(7') is the reactant partition function per unit length and css(t), css(¢) and cg,(t)

are flux-flux, flux-side, and side-side correlation functions?*

crp(t) =tr _e_ﬂH/2Fe_ﬁH/2e+th/hF6_th/h} , (3a)
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with 3 = 1/(kgT), h = h(q — ¢*), and
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The three equivalent expressions for k(7") in Eq. (2) arise from the fact that the reactive
flux operator F'in Eq. (4) is the Heisenberg time derivative of the product side operator h;
the minus sign in Eq. (2¢) comes from the time-reversal symmetry of quantum mechanics
and the fact that the side operator that is differentiated on going from c,s(t) to css(t) is
evaluated at time zero rather than time ¢.34

Although it is not immediately obvious from these equations, the rate k(7T") in Eq. (2)

is rigorously independent of the location of the dividing surface ¢*. This follows because

k(T)Q.(T) can be expressed as a Boltzmann average of a cumulative reaction probability,3
1 oo
k(T ,,T:—/ 5B N(E) dE, 5
NQUT) = 5 [~ PN (E) )
where N(FE) is given by Eq. (2a) as®*

N(E) = ;(%n)%r (FS(E — H)FS(E — H)]. (6)



Writing the microcanonical density operators in terms of continuum energy eigenstates,

(5 — H) = 5 1) (V. (7

and evaluating the flux operators in the coordinate representation,

F= —;fn LZ]fS(Q —q") + (g — qi);ﬂ : (8)

one finds that N(£) in Eq. (6) reduces to

N(B) = 5 |jsla)

, (9)

where jg(q*) is the steady-state (time-independent) probability density flux through the

dividing surface:

i e(q* B(qh)*
io(a) = o [etaty U - R g (10

That this is independent of the choice of ¢* follows immediately from the quantum mechanical
continuity equation

aai]E(q = ‘Q/JE i)r:()’ (11)

and this argument can be generalized to bimolecular reactions in any number of dimensions
by noting that the steady-state flux through a closed surface is always zero as a result of
the multi-dimensional generalization of Eq. (11).7

One final preliminary that we shall need before moving on to discuss the RPMD method?’
is to note that Egs. (2) continue to hold when the symmetrically-thermalized time correlation

functions in Egs. (3) are replaced by their Kubo-transformed®® analogues
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This follows, for example, from the fact that the Fourier transform of c¢;/(t),

Crsw) = [ e ety a, (13)



is related to that of ¢s/(t) by

(Bhw/2) &

Crr(w) = sinh(Bhw,2) rr(w); (14)

since the two Fourier transforms are the same in the limit as w — 0 one can substitute
either ¢pp(t) or ¢ss(t) into Eq. (2a) to obtain the same reaction rate coefficient k(77). (The
Kubo-transformed version of the theory®® actually predates the symmetrically thermalized
version,* and was obtained by an altogether different argument. However the two versions
are equally valid and which one chooses to use in a particular context is simply a matter of
convenience.

37)

B. Ring polymer molecular dynamics

The RPMD method is based on the Kubo-transformed version® of reaction rate theory

and begins by approximating the side-side correlation function in Eq. (12c) as®

Ess(t) =

(2nh)" /dpo/dqo B_B"H"(po’q())hn((lo)hn(qt), (15)

where 3, = 3/n with n being the number of ring-polymer®® (imaginary time path integral)
beads. The classical Hamiltonian H,(p,q) in this equation is that of a harmonic ring
polymer that experiences an external potential of V'(¢) on each bead,
- J [ 2
Z ot gmwn(a; — g-1)" + Vig) | (16)
7j=1
where w,, = 1/(5,h) and gy = ¢,,. The time-evolved ring-polymer coordinates q; = q;(po, qo)

in Eq. (15) are obtained from the classical dynamics generated by this Hamiltonian,

. dV (g
p; = —mwi(2¢; — Gj—1 — Gj41) — d( ]), (17)
qj
P
Qj = Eja (18>

and the side functions h,(qo) and h,(q;) involve an average over the beads of the polymer

necklace at times 0 and ¢:
OUOR (19)

The corresponding approximation to the Kubo—transformed flux-side correlation function

¢rs(t) can be obtained by differentiating ¢,,(¢) with respect to time (compare Egs. (2b) and

6



(2¢)). Exploiting the symmetries of the classical ring-polymer dynamics and the equivalence
of the ring-polymer beads, one finds that the result of this differentiation can be rearranged

to the form??

B 1 N
Crs(t) ~ (27Th)n/0ll)o/d<lo6 FnHn(Po:90) 5, (g vy (Po) (), (20)

where d1(q) = §(q1 — ¢*) and vy (p) = p1/m. The RPMD calculation of éf,(t) therefore boils
down to pinning the first bead of the ring-polymer necklace to the transition state dividing
surface at time ¢ = 0, and then correlating the initial velocity of this bead with the fraction
of the ring polymer that lies on the product side of the dividing surface at time ¢ (see Fig. 1).

The approximation to ¢éss(¢) in Eq. (20) clearly gives the correct flux-side correlation

function

) = gz [ o [ dave 195000 — )P (g, — g 1)
in the classical (n = 1 bead) limit, and one can also show that it gives the exact quantum
mechanical rate coefficient for the transmission through a parabolic barrier (in the limit
as n — 00).2Y This “pinning” of the method to the purely classical and parabolic barrier
quantum mechanical results is clearly desirable, and it probably goes a long way towards
explaining why the multi-dimensional generalization of Eq. (20) has been found to work as
well as it has.?’

However, we have to admit that we did miss two crucial aspects of the theory in our
earlier study.? The first is that Eq. (20) can be replaced by a more efficient formula that
already gives a pretty good QTST approximation to the rate coefficient in the short-time
limit. The second is that both Eq. (20) and this new formula, like the exact quantum

mechanical correlation functions in Eq. (12), are rigorously independent of the choice of the

dividing surface in the long-time limit. We shall now discuss these aspects in more detail.

C. Centroid correlation functions

The key observation that improves on our original formulation® is that the long-time

limit of the side-side correlation function in Eq. (15) can be calculated equivalently as

1
(2mh)n™

Gut) = 5 [ dpo [ dage P Wh(g, — g )h(g, - ¢, (22)



where h(q) is an ordinary Heaviside step function (h(¢) = 0if ¢ < 0 and 1 if ¢ > 0) and g,

and g, are the centroids of the ring-polymer coordinates at times 0 and ¢:
1 n
7=-> 4 (23)
n i

It should be clear that Egs. (15) and (22) will give the same result after an initial period that
depends on the time taken for a typical ring polymer at reciprocal temperature (3, to cross
the dividing surface (from the first bead to the last bead), since this is the time scale over
which h,(q;) and h(g, — ¢*) differ. After this initial induction period one can equally well
autocorrelate the population of ring-polymer centroids on the product side of the dividing
surface [Eq. (22)] as the average population of the ring-polymer beads [Eq. (15)].

Proceeding as before and differentiating Eq. (22) with respect to time, we obtain the
following approximation to the flux-side correlation function é,(t),

1

Efs(t> = W/dpo/dQO e_ﬂ"Hn(po’qo)5<§o - qi)%h(qt - qi>7 (24)

where P, is the centre-of-mass momentum of the ring polymer at time ¢ = 0:
1 n
== 0 (25)
n =

Equation (24) is the central result of this paper, and its interpretation is therefore sketched
in Fig. 2. Rather than pinning the first bead of the ring polymer to the dividing surface at
t = 0 as in Fig. 1, the centroid of the polymer is now pinned to the dividing surface, and the
initial velocity factor is p/m instead of p;/m. This is then correlated with the projection of

the ring-polymer centroid on the product side of the dividing surface at time t¢.

D. A symmetric Eckart barrier

Although Eq. (24) has the same long-time limit as Eq. (20) and therefore gives the same
reaction rate [see Eq. (2b)], it is numerically a great deal more convenient. We shall now

illustrate this with some calculations on a simple Eckart barrier

Vo
Vig) = coshZ(g/a)’ (26)

with parameters chosen to model the gas phase H+H, reaction (m = 1061 m,, Vo = 0.425
eV and a = 0.734 bohr). With these parameters n = 128 ring-polymer beads suffice to give

well converged results down to a temperature of 200 K.
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First of all, to demonstrate that Eq. (24) does indeed give the same rate as Eq. (20), we
have plotted in Fig. 3 the flux-side correlation functions of the two equations as a function
of time for temperatures of 300 and 1000 K. In this figure, the dividing surface has been
located at the transition state (¢* = 0), and both flux-side correlation functions have been
divided by the reactant partition function Q.(T) = (m/27Bh%)"/? to give a quantity that
tends to the rate coefficient in the long-time limit. One sees from the figure that while
the correlation function in Eq. (20) takes on the order of 10 fs to reach this limit at both
temperatures, the correlation function in Eq. (24) gives the same result almost instantly,
and is therefore far superior from a numerical point of view. We shall return to explain why
Eq. (24) gives the rate so efficiently for this problem in a moment.

The second numerical advantage of Eq. (24) over Eq. (20) is that the statistics of the
integral over the initial ring-polymer phase space are far better in the former equation. The

reason for this is illustrated in Fig. 4, which compares the factor

filp,q) = %e_ﬁ h 2= V) (27)

that contributes to the integrand of Eq. (20) at time zero with the corresponding factor

T p —Pn n 5
flp.a)= e P 2= V@) (28)

in the integrand of Eq. (24). In each case, the values of f(p,q) are shown as histograms
over the trajectories that end up on the product side of the dividing surface in the long time
limit and so make a contribution to the reaction rate. The temperature in the figure is 300
K and the dividing surface has again been placed at ¢* = 0.

One sees from the top panel of Fig. 4 that there is a great deal of cancellation between
positive and negative contributions to the integral over the initial phase space when the rate
is calculated using Eq. (20). This clearly arises because ring polymers in which the first bead
has a negative velocity along the reaction coordinate at t = 0 can end up on the product side
of the dividing surface in the long-time limit (see Fig. 1). However, it is much less likely that
a ring polymer will end up on the product side at long times if its centre-of-mass velocity
p/m is initially negative and the dividing surface is in an appropriate place (see Fig. 2).
There is consequently hardly any cancellation between positive and negative contributions
to the integral over the initial phase space for a symmetric Eckart barrier when the rate is

calculated using Eq. (24).



It should be clear from Fig. 4 that the statistics of a Monte Carlo evaluation of the
integral in Eq. (24) will be far better than those of an evaluation of the integral in Eq. (20).
Because of these improved statistics, 10° ring-polymer trajectories are sufficient to give a
fully converged rate coefficient at 300 K using Eq. (24), whereas 107 are required in Eq. (20).
Since the centroid flux-side correlation function also gives the reaction rate almost instantly
for a symmetric Eckart barrier (provided the dividing surface is chosen in the right place
— see Fig. 3), it is clear that this new formulation of the problem is significantly more
efficient than the one we presented before.?® The fundamental reason for this is that the
new formulation pins the initial ring polymer more tightly to the transition state dividing
surface and is therefore closer in spirit to what is known to be one of the most efficient ways
of computing a classical reaction rate.1=*3 We shall therefore abandon Eq. (20) from this
point on and concentrate exclusively on Eq. (24).

Finally, for the record, Fig. 5 shows how the rate calculated using this equation compares
with the exact quantum mechanical result over a temperature range extending from 200
to 2000 K. The upper panel of the figure shows the comparison on an Arrhenuis plot and
the lower panel shows the percentage error in the RPMD rate as a function of 1/7". One
sees from this figure, as we did previously using our earlier formulation,? that the RPMD
approximation gives a rate that becomes exact in the classical (high temperature) limit
and that differs from the exact quantum mechanical result by less than 50% in the deep
quantum tunneling regime. This is at least as good as the performance of the classical
Wigner model for this problem,** and comparable to the performance of the simplest (single

dividing surface) implementation of the QI model.?!

E. The short time limit

Let us now return to examine the short-time limit of Eq. (24) and explain why this limit
already gives an excellent approximation to the final RPMD reaction rate for a symmetric
Eckart barrier when ¢* is located at the transition state (see Fig. 3).

As t approaches zero from above, the product side function h(g, — ¢*) in Eq. (24) can
clearly be replaced by h(p,), which allows one to separate the integrals over the ring polymer

coordinates and momenta:

5fs(t — 04) =~ P—~ (29)
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where
I = /dp1 . / dpn, flh(p)eﬁn 2o ¥/2m (30)
and
59— [dn.. [dnda— e Tt sl
with p defined in Eq. (25) and g in Eq. (23).

The integral over the momenta can be evaluated in a straightforward way to give

w 1 1/2 2rm n/2
[P - (27Tmﬁ> 6n ) (32)

the first factor in which will be recognized as a purely classical estimate of the reactive flux

at the transition state:

1 1 1/2
b = (%mﬁ) - (3)

Furthermore, it is clear from a Trotter discretization of the cyclic path integral that I, é") will

become proportional to a centroid-constrained partition function®1? in the large n limit:
m n/2
li 7 — 1 34
o <27Tﬁnh2> q Q(q"), (34)
where
Qlq") = f Da(r)(g - g")e*HI", (35)
with
oho 1,
Sla(ml = [ dr {mi(r)? + Viat)}. (36)
and
g " d 37
1= |, alrir (37)
Combining these two results gives
- L.
Crs(t — 04) 3 (ld))a Q(a"), (38)

which when divided by the reactant partition function Q,.(7") will be recognized as pro-
viding a primitive “quantum transition state theory” approximation to the reaction rate

coefficient: 19

ISTT) = gt = 0.) = 5 ()0 QUa)/Q(T). (39)

The RPMD flux-side correlation function in Eq. (24) therefore reduces to the early Voth-
Chandler-Miller'® version of QTST in the short-time limit. This is an appealing feature of

11



the method for several reasons. In particular, it means that for direct reactions in which tran-
sition state recrossing effects are unimportant the final RPMD reaction rate will be obtained
almost instantly, provided the dividing surface is located in the right place. We have al-
ready demonstrated this numerically for a symmetric Eckart barrier, for which the optimum
location of the dividing surface is determined by symmetry and the Voth-Chandler-Miller
QTST result actually gives quite a good approximation to the exact quantum mechanical

reaction rate (see Fig. 5).

F. The long time limit

It is well known, and straightforward to show by analogy with the above argument, that
the purely classical expression for ¢,(t) in Eq. (21) furnishes the classical transition state

theory rate coefficient in the short-time limit:

1
Q,(T) Cjcls (t

This classical transition state theory rate is clearly dependent on the choice of the dividing

ka™ ' (T) = (lg]) eV, (40)

l\D\»—t

—04) =

45,46

surface ¢*, which should ideally be chosen so as to minimize the computed rate (i.e., to

be located at the top of the reaction barrier). However, the exact classical rate coefficient,
1 : cl
ka(T) = ~— = lim c5,(t), (41)

like the exact quantum mechanical rate coefficient in Eq. (2), is rigorously independent of the
location of the dividing surface.” The real-time dynamics in the exact classical rate formula
[Eq. (41)] thus eliminates the deficiencies of transition state theory and gives the same rate
coefficient for any choice of ¢*.

That this is also true in the RPMD case can be seen from the following argument. A
straightforward differentiation of Eq. (22) with respect to ¢* gives an integral involving a

sum of two terms:

8535@) o BnHn(pPo,q0) _ 1 - 1 - t
o zm - [ dpo [ dage P [5(g, — (g, — ¢) + hla, — ¢)(, — ¢')].

(42)
But in view of Liouville’s theorem [[ dpg [ dqo = [ dp; [ dq,], and the fact that the classical

ring polymer dynamics in Egs. (17) and (18) conserves the Boltzmann factor e~#»Hn(Po.a0)
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[= e~ AnHn(Prar)] it is clear that the second of these two terms can be rewritten as

1
(2mh)"

/ dpo / dgg e o p(G — ¢h5(g, — ¢b). (43)

So by exploiting the time-reversal symmetry of the ring polymer dynamics [§_,(po,qo) =
7,(—po,qo)] and the fact that e=fnfn(=Pod0) — ¢=BuHn(Po.d0) " we find that this second term

is the same as the first:

9¢,(t) 2

— — *,Ban(pOKJIO) = i - t ) 44
dgt (27rh)"/ dpo/ dao e 6(qo — ¢ )@ — q) (44)

And since ¢y4(t) is minus the time derivative of é(t), we can now use Eq. (44) to calculate
the derivative of the RPMD flux-side correlation with respect to the location of the dividing

surface:
0¢gs(t) 2

= —BnHn(P0,20) S(= __ ANS(= 1‘@
dqt (zwh)n/dpo/d%e 0(d — )o@ —a') - (45)

It should be clear from this result that 9¢s,(t)/dg* will be zero unless one or more ring-
polymer trajectory has a centroid that (i) starts out at ¢* at ¢ = 0, (ii) returns to ¢* at time ¢,
and (iii) has a non-zero velocity p,/m along the reaction coordinate at time ¢. For a general
time ¢, there is no reason why all three of these conditions should not be satisfied, and so
¢rs(t) will in general depend on the location of the dividing surface. However, conditions
(ii) and (iii) are clearly incompatible in the limit as ¢ — oco. The converged RPMD rate
coefficient

a7 m (0 (40

thus has a zero first derivative with respect to ¢* (for all ¢*), and it is therefore rigorously

k(T) =

independent of the location of the dividing surface.

This (crucial) result is illustrated in Fig. 6 for the symmetric Eckart barrier that we
considered in Section II.D. The top panel of the figure shows the location of five separate
dividing surfaces on this potential: the optimum transition state dividing surface at the
barrier maximum, two surfaces located where the potential has half its maximum value,
and two further surfaces located twice as far out. The middle panel shows the flux-side
correlation function in Eq. (24) as a function of time for each of these dividing surfaces at a
temperature of 300 K. The bottom panel compares the final (t — oco) RPMD reaction rate
at this temperature with the initial (¢ — 0,) QTST rate as a function of the location of the

dividing surface.
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The results in Fig. 6 speak for themselves. The QTST rate is extremely sensitive to
the location of the dividing surface and changes by nearly six orders of magnitude over the
range of the figure. The only location of ¢* for which QTST gives an accurate result is
the top of the barrier (¢¢ = 0), which minimizes the QTST rate in accordance with the
quantum analogue®” of Wigner’s variational principle.*>#% However, the final RPMD rate is
independent of the location of the dividing surface, and it agrees to graphical accuracy with
the variationally optimum QTST rate for this problem no matter where the dividing surface
is placed.

The fundamental reason for this is that the dynamics in RPMD is consistent with the
statistics in the sense that it conserves both the ring-polymer phase space volume and the
ring-polymer Hamiltonian H,(p,q). Thus there is an analogue of the continuity equation in
quantum mechanics and Liouville’s theorem in classical mechanics that enables the real-time
RPMD dynamics to correct for a bad choice of dividing surface in much the same way as
happens in the exact quantum mechanical [Eq. (2)] and classical [Eq. (41)] reaction rate

theories.

G. An asymmetric Eckart barrier

An even more compelling demonstration of the advantage of the RPMD rate over that

given by QTST is provided by calculations on an asymmetric Eckart barrier

A B
V(g) = + , 47
(@) 14 e 20/ cosh®(q/a) (47)
with the following set of parameters in natural (A = kg = m = 1) units:'61% A = —18/7,

B = 13.5/7, and a = 8/v/37. The best location of the transition state dividing surface
for this problem is no longer determined by symmetry, and even when this location is
variationally optimized the primitive Voth-Chandler-Miller QTST expression for the rate
coefficient [Eq. (39)] is found significantly to over-estimate the exact quantum mechanical
rate coefficient at low temperatures.'®

The fact that the QTST rate is again strongly dependent upon the choice of ¢* for this

potential is illustrated in Fig. 7, which shows the logarithm of the transmission coefficient

(48)



calculated by the QTST (¢ — 0,) and RPMD (¢ — oo) methods as a function of ¢* in
the range —3 < ¢ < 0, for reciprocal temperatures of 3 = 4, 8 and 12. While the QTST
rate varies by nearly five orders of magnitude over this range of ¢* at the lowest of these
temperatures (3 = 12), the RPMD rate is again independent of ¢* as it was for the symmetric
Eckart barrier (Fig. 6). Note also from the figure that the optimum location of the dividing
surface in the QTST method is in this case temperature-dependent, shifting from the top
of the classical barrier [¢* = —(a/2)In(2)] in the high-temperature limit out towards the
(higher) reactant asymptote at lower temperatures.

The most important observation from Fig. 7 is that, unlike the situation for the sym-
metric barrier, the RPMD rate is significantly lower than the variational QTST rate for the
asymmetric Eckart barrier in the low temperature (deep quantum tunneling) regime. The
reason for this is shown in Fig. 8, which plots the time-dependent transmission coefficient

w(t) = Qg’f),% (49)

obtained in the RPMD calculation using the optimum location of the QTST dividing surface
at each temperature (§ = 4, 8 and 12). For the asymmetric Eckart barrier, the RPMD
dynamics predicts a significant recrossing of this transition state dividing surface at low
temperatures. Note that this is a purely quantum mechanical effect, since there can be no
recrossing of the optimum transition state dividing surface (the top of the barrier) for a
one-dimensional reaction in classical mechanics.

As a result of the recrossing dynamics, the final RPMD transmission coefficient is in
significantly better agreement with the exact quantum mechanical transmission coefficient
for the asymmetric Eckart barrier than it is with the result given by QTST. This is demon-
strated in Table I, which compares all three transmission coefficients with those obtained
in two earlier attempts'®4” to improve on the primitive Voth-Chandler-Miller!? version of
QTST [Eq. (39)]. In this table, the QTST and RPMD results were obtained using n = 256
ring-polymer beads, and the location of the dividing surface was variationally optimized at
each temperature in QTST.

One sees from the table that the RPMD method does almost as well for the asymmetric
Eckart barrier as it does for the symmetric barrier, giving a transmission coefficient that
agrees with the exact result to within around 60% in the deep quantum tunneling regime

(where kqu is greater than 4000 and kqrst is in error by a factor of around 4). One also
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sees that RPMD does somewhat better than the earlier attempts of Cao and Voth*" and
Pollak and Liao'® to improve on the original Voth-Chandler-Miller formulation'® of QTST.

H. Multi-dimensional generalization

The appropriate generalization of Eq. (20) for a multi-dimensional reaction has already

4849) in our

been given (and applied to a standard model for a chemical reaction in solution
earlier paper.?? However, the correct way to generalize Eq. (24) has not yet been written
down. Since this new flux-side correlation function has distinct computational advantages
over that in Eq. (20) we shall now end this theory section by giving this generalization here.

Consider an f-dimensional reactive system with a Hamiltonian of the form

I

H=Y —/—+V(q,... 50

;277% + (Q17 >qf)7 ( )

and with a dividing surface s(q1,...,qs) = 0 between the reactants and products such that

the products are in s > 0. For this system, the appropriate generalization of Eq. (24) is

Cps(t) =~ (%T;)Mc/dpo/d% e nHn(Po.0) §[5(q0) |0, (Po, qo) A [5( )], (51)

where H,(p,q) is the classical Hamiltonian of a multi-dimensional harmonic ring polymer

with an external potential of V' (g1, ..., ¢s) on each polymer bead,

n

f n 2
i 1
H,(p,q)=>_> l L+ §miwi(%,j — i) + D Va1 q55)s (52)

ol PAUT j=1

subject to the cyclic boundary condition ¢;o = ¢;,. The time-evolved ring-polymer co-

ordinates q; = q;(po,qo) in Eq. (51) are obtained from the dynamics generated by this

Hamiltonian,
) V(g s---,q55)
Pig = —maon (201 = Gijmr — Gigar) = (53)
di,j
and
. Dij
Gij = mj’ (54)
and the remaining quantities in the equation are defined as follows:
s(a) = s(qy,- .-, qp), (55)
with
1 n
T=—D dij (56)
n =
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and

L 0s(qy,. .., q5) B,
_ ) 4 f b;
Us(p,q) =y ——— 57
(p,q) 2 74, m, (57)
with
1 n
Di=—Y_ Dij- (58)
n 5

Notice in particular that these quantities include the centroid g; of the ring polymer in each
degree of freedom and the corresponding velocity p;/m;, and that Eq. (51) reduces correctly
to Eq. (24) when f = 1 and s(q) = ¢ — ¢*. Notice also that Eq. (51) has the form of a
purely classical flux-side correlation function in an extended (2n f-dimensional) phase space,
with the dividing surface given in Eq. (55). Since a classical reaction rate is rigorously
independent of the choice of dividing surface as a result of Liouville’s theorem,” the same
must clearly be true of the present RPMD reaction rate.

Having said this, we should stress that for a truly complex reaction it will be impractical
to calculate the rate using Eq. (51) unless the dividing surface is chosen wisely. This is true
because there will be significant recrossing of a poorly chosen dividing surface, which will
make the collection of statistics difficult for reasons analogous to those illustrated in Fig. 4.
Although Eq. (51) must formally give the same rate for any choice of dividing surface,
the result will only be easy to obtain numerically if the recrossing is not too significant.
A sensible strategy for truly complex reactions would therefore be to choose the dividing
surface so as to minimize the QTST rate, and then use this variationally optimum dividing
surface in a subsequent RPMD calculation. In cases where the variationally optimum QTST
dividing surface is itself difficult to determine, one could even imagine using transition path
sampling®™ of RPMD to determine the rate. The key point is that, since Eq. (51) has the
form of a purely classical flux-side correlation function in an extended phase space, the full
machinery that has been developed over the years for calculating classical reaction rates can

immediately be applied to the equation.

III. SUMMARY

In this paper, we have presented a more efficient formulation of RPMD reaction rate
theory? that focusses on the side functions of the ring-polymer centroids rather than the

side functions of the individual ring-polymer beads. This leads to improved statistics in the
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Monte Carlo integration over the initial ring-polymer phase space and results in a flux-side
correlation function that converges more rapidly to its limiting long-time value. Indeed
we have shown that this new flux-side correlation function already gives a primitive (Voth-
Chandler-Miller'®) QTST approximation to the rate coefficient in the short-time limit. More
importantly, we have shown that the long-time limit of the correlation function, and hence
the RPMD reaction rate, is rigorously independent of the location of the dividing surface. It
will be interesting in future work to explore how well the multi-dimensional generalization
of the theory in Section II.LH does for more complicated reactions than the simple one-

dimensional model problems we have considered here.
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TABLE I: Transmission coefficients for the asymmetric Eckart barrier.

& QTST® cvb PL¢ RPMD? QM¢
2 1.2 1.2 1.2 1.2 1.2
4 2.0 2.2 2.0 2.0 2.0
6 5.6 6.4 5.6 5.3 5.3
8 36 31 44 28 26
10 540 340 1100 310 250
12 16000 7600 28000 6400 4100

a) Voth-Chandler-Miller QTST [Eq. (39)].
b) Improved method of Cao and Voth [see Refs. 18 and 47].

(

(

(c) Alternative QTST of Pollak and Liao [Ref. 16].
(d) RPMD results from the present work [Eq. (46)].
(

e) The exact quantum mechanical transmission coefficient.
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FIG. 1: Schematic illustration of the original RPMD method in Eq. (20) for calculating a reaction
rate. At time zero, the first bead of the ring-polymer necklace is pinned to the transition state
dividing surface, and this bead contributes a velocity factor of p;/m to the flux-side correlation
function ¢¢4(t). The polymer then evolves under the classical equations of motion in Egs. (17)

and (18) and contributes a side factor of h,(q:) € [0,1] to the correlation function at time t.
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FIG. 2: Schematic illustration of the new RPMD method in Eq. (24) for calculating a reaction rate.
At time zero, the centroid of the ring-polymer necklace is pinned to the transition state dividing
surface, and contributes a velocity factor of p/m to the flux-side correlation function ¢éss(t). The
polymer then evolves under the classical equations of motion in Egs. (17) and (18) and contributes

a side factor of h(g, — ¢%) [= 0 or 1] to the correlation function at time t¢.
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FIG. 3: Comparison of the flux-side correlation function in Eq. (24) (solid line) with that in Eq. (20)

(dashed line) for the symmetric Eckart barrier at 300 and 1000 K.
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FIG. 4: Histograms of the factors fi(p,q) in Eq. (27) and f(p,q) in Eq. (28) for the symmetric
Eckart barrier at 300 K.
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FIG. 5: (a) An Arrhenius plot of the rate coefficient for the symmetric Eckart barrier. The solid
line is the RPMD result obtained from Eq. (24) and the filled circles indicate the exact quantum

mechanical rate. (b) Percentage error in the RPMD result over the same temperature range as in

().
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FIG. 6: Top panel: the location of five different dividing surfaces on the symmetric Eckart barrier.

Middle panel: the computed RPMD flux-side correlation functions at 300 K for each of these

dividing surfaces. (Note that dividing surfaces at +¢t and —¢t give the same correlation functions

by symmetry.)

coefficients on the location of the dividing surface.
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FIG. 7: Computed QTST (dashed line) and RPMD (solid line) transmission coefficients for the
asymmetric Eckart barrier at three different temperatures, as a function of the location of the

dividing surface ¢*.
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FIG. 8: Time-dependent RPMD transmission coefficients for the asymmetric Eckart barrier at the

three different temperatures considered in Fig. 7.
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